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	Hands-on introduction to the Python package uniFAIR: a systematic and scalable approach to research data wrangling - The workshop is provided by ELIXIR Oslo as part of an extended event organised by Digital Scholarship Center (DSC), USIT, Carpentry@UiO, Coderefinery, dScience, Simula, Data Managers Network at UiO, ELIXIR Oslo, Norway's Reproducibility Network (norrn) and University of Oslo Library
Researchers often need to extract, manipulate and integrate data and/or metadata from different sources, such as repositories, databases, or flat files. Much research time is spent on trivial and not-so-trivial details of data wrangling: to reformat data structures; clean up errors; remove duplicate data; or map and integrate dataset fields. Software for data wrangling and analysis, such as Pandas, R or Frictionless, is useful, but researchers still regularly end up with hard-to-reuse scripts, often with manual steps.

uniFAIR is a new Python library with a systematic and scalable approach to research data wrangling. With uniFAIR, researchers can import (meta)data in almost any shape or form: nested JSON; tabular (relational) data; binary streams; or other data structures. Data is continuously parsed and reshaped through a step-by-step process according to a series of data model transformations. uniFAIR provides a catalogue of generic task and subflow templates that the researcher can refine and apply to carry out the transformations needed to wrangle data into the required shape.

For large datasets, uniFAIR allows local test jobs on sample-sized data to be seamlessly scaled up to the full datasets and offloaded to external compute resources. Persistent access to the state of the data is available at every step.
	Bring Your Own Data workshop in Trondheim  - Centre for Digital Life Norway
The workshop aims to provide a space and support for researchers to store, share, and archive their research data according to best-practices (as highlighted in the Research Data Management kit by ELIXIR Europe). Particularly, a focus on implementation with a specific focus on the implementation of the FAIR data principles. The goal is to teach and implement key concepts on how to make life sciences data Findable, Accessible, Interoperable, and Reusable for your research management in the sharing and preservation stage.
	Fellowship of the Data — RDM Trainer Network Meeting - ELIXIR Germany (de.NBI), Deutsche Initiative für Netzwerkinformation (DINI), ELIXIR UK, ELIXIR Norway
##About
On our quest to cultivate and support research data management, we RDM trainers (also educators, consultants, data stewards, managers, officers, or similar) profit from exchange: Sharing our materials, learning from each other‘s experiences, and providing advice helps us to help researchers and other stakeholders. Thus, let’s congregate in person to facilitate and foster our community. The goal of our first RDM Trainer Community Meeting is to boost the network or fellowship of like-minded actors willing to connect and collaborate. 

Three focal topics are set to guide contributions and discussions: (1) We aim to learn how other RDM trainers see themselves and how they interpret and tackle their tasks; (2) we hope to collect tried-and-tested methods and trainings; and (3) we intend to explore potential applications of recent gamification approaches. The agenda includes opportunities for exchange and exploration along with a poster session as well as keynotes chosen to instigate further reflection and networking. Additionally, you can join us in the informal satellite activities to make the most of your trip to Berlin.

This RDM Trainer Community Meeting is organized by de.NBI/ELIXIR-DE in the framework of ELIXIR-CONVERGE and the Sub-Working Group Training/Further Education of the DINI/nestor WG Research Data. It takes place in Berlin Adlershof at the Humboldt-Universität zu Berlin in person on the 21. &amp; 22. June 2023. **Attendance is free of charge. We invite everyone working in RDM training and education and look forward to the formation of a strong, connected fellowship.**

##Call for Poster
We highly encourage you to prepare a poster for the RDM Trainer Community Meeting! The poster session is planned to foster exchange regarding perspectives on “the job” – thus, we would like to invite introductions of initiatives or institutes, how and with which methods or material they teach RDM, lessons learned, and/or what they aspire or plan to undertake.

We have 30 slots for posters (A0, portrait) and corresponding lightning talks (1 minute overview of your poster), which we will select from your abstracts.

To propose your poster for the session, please send your poster title and a short abstract (upto 200 words) of your presented initiative/institution and one or two focal aspects via the registration form. We will select contributions and get back to you.

**Poster submission deadline: April 30th 2023**
**Notification of poster acceptance: May 7th 2023**

##Registration
Register at the following link by **14 June 2023**: https://www.surveymonkey.de/r/7BQTGRZ
	Using Omnipy for data wrangling and metadata mapping (Part 1 - Beginner level) - The workshop is provided by ELIXIR Oslo as part of an extended event organised by Digital Scholarship Center (DSC), USIT, Carpentry@UiO, Coderefinery, dScience, Simula, Data Managers Network at UiO, ELIXIR Oslo, Norway's Reproducibility Network (norrn) and University of Oslo Library
Researchers often spend a significant amount of time on data wrangling tasks, such as reformatting, cleaning, and integrating data from different sources. Despite the availability of software tools, they often end up with difficult-to-reuse workflows that require manual steps. Omnipy is a new Python library that offers a systematic and scalable approach to research data and metadata wrangling. It allows researchers to import data in various formats and continuously reshape it through typed transformations. For large datasets, Omnipy seamlessly scales up local test jobs and provides persistent access to the data state at every step.

This workshop will provide down-to-earth tutorials and examples to help data scientists from any field make use of Omnipy to wrangle real-world datasets into shape.

The workshop is divided into three parts:

1. The first part will introduce the concepts of models, datasets and tasks in Omnipy through small examples. We will also touch upon Python-type hints and Pydantic models as needed, as these are important building blocks for Omnipy.

2. In the second part, the participants will be provided with a rough example dataset that requires cleaning. As a hands-on exercise, the participant will carry out step-wise parsing and shaping of the data to make it comply with a specified metadata schema.

3. In the last part, the participants will be introduced to the metadata mapping functionalities in Omnipy and will be led through another hands-on exercise to set up a transformation that maps the data from one metadata schema to another. This half-day workshop will form the knowledge basis for an intermediate-level workshop after lunch that will focus more on defining and orchestrating data flows, including integrating with data sources and deploying flows onto external compute resources.
	Using Omnipy for data wrangling and metadata mapping (Part 2 -Intermediate level) - The workshop is provided by ELIXIR Oslo as part of an extended event organised by Digital Scholarship Center (DSC), USIT, Carpentry@UiO, Coderefinery, dScience, Simula, Data Managers Network at UiO, ELIXIR Oslo, Norway's Reproducibility Network (norrn) and University of Oslo Library
Researchers often spend a significant amount of time on data-wrangling tasks, such as reformatting, cleaning, and integrating data from different sources. Despite the availability of software tools, they often end up with difficult-to-reuse workflows that require manual steps. Omnipy is a new Python library that offers a systematic and scalable approach to research data and metadata wrangling. It allows researchers to import data in various formats and continuously reshape it through typed transformations. For large datasets, Omnipy seamlessly scales up data flows for deployment on external compute resources, with the user in full control of the orchestration.

This workshop will build on the half-day workshop ["Using Omnipy for data wrangling and metadata mapping (beginner level)"](https://tess.elixir-europe.org/events/using-omnipy-for-data-wrangling-and-metadata-mapping-part-1-beginner-level). In this second workshop, participants will learn how to develop various types of data flows in Omnipy, including integration with web services. They will make use of the powerful industry-developed Prefect orchestration engine to scale up the game and deploy high-throughput ETL flows using external compute resources.

The workshop is divided into three parts:

1. The first part will introduce the slogan "parse, don't validate" and show how these concepts are implemented in Omnipy. On this background, we will introduce the three types of data flows supported by Omnipy: linear, DAG, and function flows. We will also, through hands-on examples, show how to make use of various job modifiers to power up and customise predefined tasks and flows to construct more complex data flows.
2. The second part will focus on integrating data flows with web services through REST APIs. We will mainly focus on extracting data from data sources, but will also touch upon loading results onto data sinks. Hands-on examples will introduce tasks and flows that allow flattening of JSON data into relational tabular form for mapping, and then restructuring the results back to JSON.
3. The last part will introduce Omnipy's integration with S3-based cloud storage and the Prefect ETL orchestration library. As a hands-on exercise, the participant will scale up the data flow developed in the second part of the workshop by deploying it on an external compute infrastructure, potentially the Kubernetes-based NIRD Toolkit from SIGMA2 (if Prefect-integration in NIRD is finalised in time for the workshop).

